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BiLIMDE AHLAKi BIR SORUMLULUK VAR MI?

Bir stredir insanin bilgiyle ve glcle kurdugu
iliski  Gzerine  dustUniyorum. insanin
yapabileceklerinin siniri yok; yaydan firlamis bir ok
gibi, artik durdurulamiyor. Ornegin, her ne kadar
sosyal Darwinizm’in etik agidan yanlis oldugu
bugiin blyik olctide kabul edilse de, biyoteknoloji
alaninda yasanan gelismeler, sosyal Darwinizm’in
glncellenmis ve masumlastirilmis bir bigimi,
herhangi bir zorlamaya gerek kalmaksizin, bireylere
dayatabilecek bir zemin yaratiyor. Bu durum, nli
Fransiz filozof Michel Foucault’'nun biyoiktidar
soylemiyle birebir Ortlisiyor. Bu cercevede
biyoteknoloji, glicl elinde bulunduranlar tarafindan
iktidarda kalma aracina dondstyor.

Buyuk kitlelerin “daha iyi bir diinya” ya da “daha
glicll birinsanhk” vaadine -hatta glivenlik veya saglik
gibi manipulatif ve yapay gerekgeler Uretilerek-
inanip teslimiyetci bir tutum sergilemesi, o kadar
da olanaksiz goériinmiyor. Bu blylik c¢ogunlugun,
herhangi bir siiphe duymadan kendilerine sunulan
ve kendi iyilikleri icin oldugu séylenen alternatiflere
yonelmesinin ardinda ise, kuskusuz bu slreclerin
bilimsel ¢alismalarin nesnelligi ve niteligi Gzerinden

mesrulastiriimasi yatiyor. Bu baglamda bilim, hala
en glcli referans noktasi olma 6zelligini koruyor.

O zaman akla su soru geliyor: Bilgi Gretimi, kimin
elinde ve hangi amacla gli¢ Uretimine donistyor?
Bilimsel ¢alismalarin dogasinda diinyayr anlama
ve kendi yasamimizi anlamlandirma cabasi var.
Ancak Endustri Devrimi’yle birlikte bilim, dinyayi
donlstirmenin de bir araci héaline geldi. Buglin
bilimsel calismalara, Ulkeler arasi rekabet, egitim,
saghk, enerji, kalkinma ve glvenlik gibi cesitli
basliklar altinda oldukca yikli 6denekler ayriliyor.
Bu odeneklerin blyik bolimi hiklimetler, ordu
ya da buylk sermayeye sahip sirketler tarafindan
saglaniyor.

Peki, arastirma sonuglari ya da liretilen ve pratige
aktarilan bilgi gercekten insanlik yararina mi? Ya da
pragmatist bir bakisla soracak olursak, insanligin
blytk cogunlugu icin “iyi” sayilabilecek sonuglar mi
Uretiyor? Son yillardaki ¢evre tahribati géz 6niine
alindiginda, Uretilen bilginin ekosistem yanlisi
oldugunu soylemek pek de mimkiin goériinmiyor.
Hatta kimi zaman, kendini sulrekli glincelleyen
teknolojik Grtnler icin, gercek bir ihtiya¢ olmasa
bile yapay pazarlar yaratildigi ve bu Grunlerin yaygin
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bicimde piyasaya slruldtgl goriliyor. Glvenlik
amaciyla yirutulen Ar-Ge c¢alismalari icin de benzer
bir durumdan s6z etmek mimkun.

Bu cercevede, (retilen bilginin -ekosistemi
disarida biraksak bile- tim insanhk icin faydali
oldugunu sdylemek giic. Hatta bazi durumlarda
bu bilginin acikca zararh sonucglar dogurdugu
goriliyor. Biyolojik ya da kimyasal silahlar bunun
en u¢ ornekleri. Masum birer enerji kaynagi olarak
sunulan nikleer santrallerin yol actigi felaketleri
hatirlayalim; ya da ikinci Diinya Savas’’ni sona
erdiren atom bombasini...

Elbette bilim sayesinde insan yasami, bundan
ylzlerce yil 6nce hayal bile edilemeyecek bir noktaya
tasindi. insan, uzaya gidip gelebiliyor; evrenin en
kiiglk yapi taslarini inceleyebiliyor ve saniyeler
icinde dlinyanin en uzak kosesine baglanabiliyor.
Belki de bilimin insana kazandirdig en blylk fayda,
yasam siresinin ve yasam kalitesinin her gecen gin
artmasl. Biraz da bu nedenle bilim, hala en gliclu
referans noktasi olmayi strdlriyor.

Sir Francis Bacon’un “bilgi glgctlr” sozl, 17.
ylUzyildan itibaren dinyayr pek ¢ok doénisimle
karsi karsiya birakti. Bu donuslimlerin blydk bir
kismi insanlik adina son derece kiymetliydi. Ancak
gorliyoruz ki ortaya ¢ikan her yenilik, kotu niyetli
aktorlerin elinde kolaylkla bir silaha dénisebiliyor.
Tam da bu noktada kaginilmaz bir soru beliriyor: Bir
bilim insaninin, Gretilen bilginin diinyaya saglayacagi
yarar ya da yol agacagl zarar karsisindaki ahlaki
sorumlulugu ne olmal? isine sadakat mi, yoksa
gerektiginde o isten vazgegebilme cesareti mi?

Bu noktada atom bombasinin gelistirilmesinde
adi gegen iki bytk bilim insanini anmak gerekiyor:
J. Robert Oppenheimer ve Albert Einstein. Her ikisi
de atom bombasinin kullanilmasinin ardindan derin
bir pismanhk duyduklarini agik¢a dile getirmisti.
Einstein, yasaminin ilerleyen ddnemlerinde
baris bildirgelerine imza atarak bu tutumunu
somutlastirdi.  Ancak savas karsii  bir durus
sergilemek, atom bombasinin milyonlarca insan
Uzerinde yarattig yikimi ortadan kaldirmiyor.

Tam da burada baska bir soru beliriyor: Urettigi
bilginin  tehlikeli bir silaha donlsebilecegini
fark eden bir bilim insani nasil bir karar almali?
Sorumlulugu Ustlenip calismasini birakmali mu,
yoksa bu sorumlulugu iktidar yapilarina devretmeyi
mi tercih etmeli?

Bir akademisyen olarak bu

soruya cevap
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vermek gergekten zor. Ancak etik, bilginin yalnizca
Uretim sdrecini degil, toplumsal sonuglarini da
dikkate almayi gerektiriyor. Bazen “ne yapilabilir?”
sorusu, yerini “yapilmali mi?” sorusuna birakmal.
Sorumluluk ise, bilgiyi Uretenlerle bu bilgiyi
kullananlar arasinda paylasilan ortak bir ylk olarak
ele alinmal.

Buglinki teknoloji, insani gercekten de bulutlarin
Uzerine tasiyor. Bu, insanlik adina kuskusuz gurur
verici bir durum; kendimizi bu anlamda tebrik
etmemiz de haksiz sayilmaz. Yerylzindeki hicbir
canlinin yapamadigi seyleri yapabiliyoruz. Ancak
ne yaparsak yapalim, tipki iyilesmek icin aldigimiz
ilaglar gibi, bir seyi onarmaya calisirken baska bir yeri
clriutebilecegimizi unutmamaliyiz. Bilim insanlari
olarak, tam da bu sorumluluk Gzerinde durmak ve
dislinmek zorundayiz.

Bilimsel vyetkinlik, yalnizca ne (Urettigimizle,
ne kadar Urettigimizle ya da ne kadar kazang
sagladigimizla oOlglilemez; asil deger, sinirlarimizi
fark ettigimiz ve bu farkindaligi ahlaki bir tutumla
birlestirebildigimiz noktada ortaya cikar.
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